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· Energy proportional computing applied to hybrid FPGA-ARM chip
· This research proposes the concept of energy proportional computing 

includes scalability of a power triplet formed by 
· Voltage, 
· Frequency and 
· Logic (e.g. capacitance) 

· Applications in this design paradigm are written in an extended OpenCL  

1- Abstract 2- Motivations

3-Goals

Application
Specification

Host program
(C/C++)

Kernels
(OpenCL-C or HDL)

C/C++ files

bitstreamsbitstreams
bitstreams

C/C++ Compiler

HDL files

Vivado_HLS
& Vivado

Binary files

PS PL

Select a 
bitstream

Kernels extraction

1

2

3 4

OpenCL-C

OpenCL 
compiler

Binary 
files
Binary 

files
Binary 

files

Multi-core 
Processors

R
u

n

R
u

n

M
ap

5

6 7

8

9

12

10

11

4-Contributions

5-Framework
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· Propose a new design paradigm in order to expose the concept of energy proportional 
computing to the application software 

· Considering the logic and power scalability in a variation-aware closed-loop 
configuration

· Using a software centric approach based on OpenCL for describing applications 
· Using a processor-centric platform such as Xilinx All Programmable SoCs to implement 

applications
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A simple motivation example is considered in this subsection.
The example consists of a MicroBlaze soft processor core
configured in the PL and the ARM processor available in the
PS. The MicroBlaze runs a 32 x 32 floating point matrix 
multiplication.
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 System-level issues
· Power modelling 
· Energy modelling
· Power gating
· Power scaling
· Clock gating
· Frequency scaling
· Logic scaling

Runtime
System

12

PL Power for ME = a*V2+b*f*V2 +c*V3

High-Level Models should be:

This section investigates the viability of physical power 
gating FPGA devices that incorporate a hardened 
processor in a different power domain.  The run-time 
power gating approach is applied to Xilinx ZYNQ devices 
that incorporate a hardened Cortex A9 multi-processor.  

UCD9248UCD9248

PS

PL

UCD9248

I2C

PS-PL level shifter

PS power rails

PL power rails

ZYNQ all Programmable SOC

V
IV

A
D

O
 &

 
V

IV
A

D
O

-H
LS

System-Level Power Control

Role of OpenCL runtime 
Choosing the best configuration and voltage/

frequency at run time. 
· scheduling 
· mapping algorithm. 
 

· Covers PL, PS and memories
· Simple
· Compositional
· Descriptive

Specially the PL High-Level 
Models should:
· Describes different thread hardware and cores
· Describes different accelerator modes

· Idle 
· Data transfer
· Active
· Computational

The results show that 
the minimum time that 
the FPGA fabric must 
remain in power-off 
state for the technique 
to be energy efficient is 
in the order of 
milliseconds and up to 
96% power reduction 
occurs when the fabric 
voltage is lowered 
below critical level.
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